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Presentation plan

• Context
• Integration of UAOA in non-segregated airspace

• Roboethics initiatives
• Sci-fi robot rules and Roboethics initiatives

• Application within the UAOA context

• The ATM framework
• Rules of the Air: presentation, main criteria, limitations

• Key ATM expectations: presentation, main criteria, limitations

• First set of rules
• Presentation, methodology, conflicts and limitations

• Perspectives



Civil UAS potential applications
 



Integration of UAOA in non-segregated 
airspace

• Integration versus Segregation
• Operations, procedures, technologies
• Legal and ethical issues need to be addressed

• Unmanned Aircraft Systems (UAS) and Remotely-piloted 
Aircraft Systems (RPAS) 

• Focus on Unmanned Aircraft Operating Autonomously 
(UAOA): must at time t manage its flight and make 
decisions without any human intervention



UAOA behaviour

• Expected behaviour of UAOA?

• EUROCONTROL rules:
• UA operations should not increase the risk to other airspace users. 
• ATM procedures should mirror as much as possible those applicable 

to manned aircraft. 
• The provision of air traffic services to UAS should be transparent to 

ATC controllers



Issues of the study

• Recent Roboethics initiatives
• EURON (European Robotics Research Network)
• The Royal Academy of Engineering
• COMETS

  => Ethical, legal and social issues of autonomous systems

• Could/Should we endow an UAOA with moral sense?
• Could we formalize the expected behaviour with a set of 

logical rules?
• How to apply these rules?



Sci-fi robot rules

• Asimov robot rules
• A robot may not injure a human being or, through inaction, allow a human being to come to harm

• A robot must obey the orders given to it by human beings, except where such orders would 
conflict with the First Law.

• A robot must protect its own existence as long as such protection does not conflict with the First 
or Second Laws.

• A robot may not harm humanity, or, by inaction, allow humanity to come to harm.

• Other rules
• A robot must establish its identity as a robot in all cases

• A robot must know it is a robot

• A robot will obey the orders of authorized personnel

• Robots must refrain from damaging human homes or tools, including other robots 



Application of sci-fi robot rules

• A robot may not injure a human being or, through inaction, allow a human being to come to harm

• An aircraft should no be operated in such proximity to other aircraft as to create a collision hazard

• A robot must obey the orders given to it by human beings, except where such orders would conflict 
with the First Law

• An aircraft must follow Pilot/ATC/Network instructions

•  A robot must protect its own existence as long as such protection does not conflict with the First or 
Second Laws

• An aircraft shall not be operated in a negligent or reckless manner so as to endanger life or property 
of others



Roboethics initiatives

• South Korea « Robot Ethics Charter »
• Part 1: Manufacturing Standards
• Robots must be designed so as to protect personal data, through means of 

encryption and secure storage.
• …
• Part 2: Rights & Responsibilities of Users/Owners
• Owners have the right to be able to take control of their robot.
• A user must not use a robot in a way that may be construed as causing 

physical or psychological harm to an individual.
• …
• Part 3: Rights & Responsibilities for Robots
• A robot may not injure a human being or, through inaction, allow a human 

being to come to harm.
• A robot must obey any orders given to it by human beings, except where 

such orders would conflict with Part 3 Section 1 subsection “i” of this 
Charter.

• A robot must not deceive a human being.
• The right to live an existence free from systematic abuse.



Application of roboethics initiatives

• South Korea « Robot Ethics Charter »
• Rules but also rights
• applicable to robots but not only (manufacturers, users/owners)

• AUVSI UAS code of conduct
• Section Professionalism:
• « We will establish contingency plans for all anticipated off nominal ‐

events and share them openly with all appropriate authorities. »
• Section Respect:
• « We will respect the rights of other users of the airspace.”



Rules of the Air: presentation

• Rules at regional/sub-regional/national level
• Incl. priorities

• Incl. right-of-way rules



Rules of the Air: main criteria

• Safety - An aircraft must not endanger persons and 
property

• Priority and status - An aircraft must interact with other 
Airspace Users (AU) according to priority rules

• Communication - An aircraft must continuously 
communicate with Air Traffic Services (ATS)

• Emergency - An aircraft must handle emergency 
procedures

• Predictability - An aircraft must have a predictable flight



Rules of the Air: limitations

• Revision of the rules to take into account UAS specificities:
• Priority: in some cases, small unmanned aircraft could yield the 

right-of-way to manned aircraft
• "Sacrificability": in order to minimize risk to persons and property, 

an UAS crash could be considered in a controlled manner
• Severity of loss: although for manned aviation loss of an aircraft 

would mean a high probability of multiple fatalities, in the case of 
UAS this is not necessarily true

• Security of communications: with a pilot on ground, the importance 
of communications link and availability of bandwidth is now 
fundamental



ATM expectations: presentation

• ICAO/SESAR KPAs: 



ATM expectations: main criteria and limitations

• ATM services/rights: see Performance enablers
• ATM rules
• ATM global common good 

• Capacity: insertion in a high density Approach, activation of reserved 
airspace

• Cost-effectiveness: ATCOs, new tools and systems

• Global interest vs personal/mission needs



First set of rules

• 1) An UAOA must not operate in such a way it could injure a human being or let a human 
being injured without activating controls or functions identified as means to avoid or 
attenuate this type of incident.

• 2) An UAOA should always maintain a continuous communication with predefined interfaces 
to obey orders of authorized personnel (UAS operator, ATS, Network Manager…) except if 
such actions conflict with first law.

• 3) An UAOA must operate in such a way it could protect its own existence and any other 
human property, on ground or in the air, including other UAS, except if such operations 
conflict with first or second law.

• 4) An UAOA must always have a predictable behaviour, based on its route but also 
alternative pre-programmed scenarios, except if all forecast options conflict with first, second 
or third law.

• 5) An UAOA interacts with surrounding traffic (separation, communication) according to 
requirements of the operating airspace, general priority rules and emergency and 
interception procedures except if such actions conflict the first, the second or the third law.

• 6) An UAOA must always know its UAS identity and status and indicate it honestly when 
requested or when deemed necessary.

• 7) As any airspace user, an UAOA should not operate in a way that could decrease 
significantly the global performance of ATM system in terms of safety, security, environment, 
cost-effectiveness, capacity and quality of service (efficiency, flexibility and predictability), 
except if such operation is required by first, second or third law.

• 8) An UAOA must ensure a complete traceability of all its actions.



First set of rules: methodology



First set of rules: conflicts and limitations

• Examples of conflicts
• Human order versus safety
• Priority rules versus protection of existence
• Safety  versus “sacrificability"

• Limitations of this set of rules
• Some priorities e.g. Rule 6/8 not addressed
• Terms to be more precise (« honestly ») or sentences to be 

completed (« identified by… »)
• Simplified set



Perspectives

• Consolidation with scenarios
• Several sets based on UAS degree of autonomy and ATM 

degree of automation
• Formalization with non-monotonic language
• Experimentation

• -> validation of control algorithms or a software overlay in a AI on 
board?



Questions?
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